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### Abstract:
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Executive Summary

Deliverable 1.2a is the second legal deliverable of the REVEAL project. In the first year of the project legal research focused mainly on the privacy and data protection aspects in REVEAL to make sure that the project is conducted ethically and does not infringe fundamental human rights of individuals (see Deliverable D1.2).

Deliverable D1.2a extends the scope of the legal research within this project to an analysis of the Internet intermediary liability regime in the European Union. It provides legal and regulatory requirements that should be complied with during the project lifetime and later, during the exploitation phase. The ultimate objective of this deliverable is to guide the REVEAL partners towards compliance with European legislation in the area of Internet intermediaries.

REVEAL platform will facilitate access to content created by third parties (user generated content, UGC). If the content is illegal (e.g. defamatory or violating copyrights) REVEAL platform could potentially become liable as a contributor to the wrongdoing, because of REVEAL’s involvement in disseminating the content. For that reason REVEAL partners must become familiar with the liability exemption regimes of the E-Commerce Directive. Considering the specificity of the REVEAL platform, the deliverable focuses primarily on the hosting exemption regime. The deliverable looks also into the situation of search engines in the EU legal framework.

Other legal aspects of the REVEAL project, namely compliance with the API Terms and Conditions of the underlying social networks and media law, will be addressed at the later stage of the project. Compliance with the API Terms and Conditions will be analysed from both legal and technical perspective. Together with practical recommendations it will form an annex to the presented deliverable. Media law aspects of the project will be discussed in year 3 of the project (D1.2b).
1 Introduction

So far the attention of the legal reports in this project was devoted mainly to the issues of privacy and data protection. Since REVEAL develops tools and services that aid in Social Media verification, the privacy of SNS users is a very sensitive issue that dominated the discussions in the first year of the project.

In the second year, attention needed to be given to other topics as well. The second legal deliverable of the REVEAL project addresses the questions related to the current legal situation of Internet intermediaries, since the REVEAL platform will serve as an Intermediary, storing and facilitating access to User Generated Content.

Internet intermediaries are actors, who are placed between two (or more) different parties to intermediate between them. They function as enablers of the communications between these parties. The Organisation for Economic Co-operation and Development (OECD) defines the role of Internet intermediaries as ‘bring[ing] together or facilitat[ing] transactions between third parties on the Internet. They give access to, host, transmit and index content, products and services originated by third parties on the Internet or provide Internet-based services to third parties.’

![Figure 1: Stylised representation of Internet intermediaries’ roles. Source: OECD, The Economic and Social Role of Internet Intermediaries](image)

The deliverable provides a coherent overview of the legal framework governing the liability of the Internet intermediaries for the third party content in the European Union. More in detail, the present deliverable provides an analysis of the special regime for intermediaries provided in the E-Commerce Directive 2000/31/EC. Chapter 2 of this deliverable elaborates on the relevant sections of the Directive and define the conditions, with which different intermediaries need to be in compliance.

The deliverable focuses on the EU legal framework because Member State legislation in this area stems from the EU law. The REVEAL project will, in the beginning, most likely, be deployed in

---

1 OECD, The Economic and Social Role of Internet Intermediaries, April 2010, p. 9.
Greece. For this reason, the deliverable points out differences between the EU framework and Greek law where they arise. Later on in the exploitation phase it might be deployed in other EU Member States (e.g. in Germany). The conducted analysis of the EU regime is applicable to all the EU countries.

After outlining the key provisions of this directive, the deliverable provides two recent European case studies. Both Google Spain before the Court of Justice of the European Union and Delfi before the European Court of Human Rights are highly relevant in the context of REVEAL. Google Spain focuses on a type of Internet intermediaries (search engines) whose legal position is still quite unclear and largely undefined at the EU level. Furthermore, it constitutes a great case-study to assess the interaction between the intermediary liability regime and data protection law. The Delfi case on the other hand focuses more on the difference between Internet intermediaries (in casu platform providers) and professional publishers. It shines a new light on the liability of these providers for third party content on the platform.

The review process of the E-Commerce Directive led by the European Commission since 2010 is discussed in Chapter 3. More specifically, the chapter looks into the actions undertaken by the Commission on the topic of the Notice and Action initiative. Chapter 4 of the deliverable analyses the position of the future REVEAL platform from the perspective of the intermediary liability regime. It also provides recommendations for compliance with the E-Commerce Directive regime.
2 Liability of Intermediaries

New methods of communication and collaboration, citizen journalism and civic participation on the Internet has resulted in universal economic, political and social development. New technologies provided by Internet intermediaries, allow every individual to interact, share and express opinions with a wide and diverse audience. Citizens feel increasingly empowered by these easy and instant ways of communicating and expressing their opinions. Such empowerment is able to influence social and political interactions and shape current events. For example, intermediaries such as Social Networking Sites (SNS) enable individuals to keep up with an international network of friends as well as allow organizations to target audiences with specific interests. In the area of political interactions, one could mention the role the new methods of communication played in the Arab spring, the ‘Occupy’ movement and more recently the Ferguson unrest and Charlie Hebbo shooting. These methods are, however, also often perceived as a double-edged sword. Numerous copyright infringements, defamatory allegations and a myriad of illegal content being distributed online has made the ideal image of a free flow of information subject to vivid criticism. The absence of editorial control of User Generated Content (UGC) by certain intermediaries shows a strong opposition with traditional publishing and broadcasting. In traditional publishing or broadcasting certain deliberation is given to the selection of the material by the publishers or broadcasters due to their potential responsibility for the content. On blogs, discussion groups or SNS, no editorial control is used to used to select suitable content. Since there is no selection process, responsibility seems to be placed entirely on the author, who, if anonymous, might be impossible to discover. In such case, those harmed by the author’s wrongdoing come knocking on the intermediaries’ door in search of a remedy.

Examples of intermediaries, are internet service providers (ISPs), hosting providers, search engines, e-commerce intermediaries, Internet payment systems and participative Web platforms. Their role is to ‘provide access to, host, transmit and index content originated by third parties on the Internet; facilitate interactions or transactions between third parties on the Internet; or provide other Internet-based services to third parties’. Certain authors call intermediaries a natural point of control for content online, as they are actually enablers of Internet communications. As will become apparent in this deliverable, these entities differ from traditional publishers, as the role they play in providing access to content online is largely of a mere technical nature. Their position of rather passive conduits closely relates to the role of distributors, which are not required to exercise any form of content control. Nevertheless, Internet intermediaries are technically capable to stop a wrongdoing by eliminating access to objectionable material. Often, intermediaries are also able to facilitate identification of wrongdoers. With such power at their hands, intermediaries are great candidates to play the role of gatekeepers. Governments realised that quickly, so rather than introducing centralised oversight and enforcement, they decided to enlist intermediaries for the realisation of their public policy objectives - combating illegal online content. In order to ensure intermediaries’ cooperation, governments introduced conditional liability exemption for third party content.

Liability of the Internet intermediaries for third parties’ content was increasingly seen as a problematic issue. With no uniform approach and varying classifications of responsibility, authorship,

---

2 OECD, The Economic and Social Role of Internet Intermediaries, April 2010, pp. 9-14.
3 Ibid.
6 Zittrain J., I.c., p. 254.
and types of content there was a strong inconsistency across legal systems.\textsuperscript{7} To tackle this issue, and to provide some level of legal certainty, first the USA and shortly after the European Union developed a limited liability regime for Internet intermediaries. Since, the Internet industry, which perceived liability for third parties’ content as a growing risk, contributed strongly to the debate through advocacy. An immunity was introduced to stimulate growth and innovation of the newly born technologies and provide positive incentives for further development. The introduced solution was considered ‘practical, uniform, acceptable to industry and also protective of consumers, citizens, and businesses’.\textsuperscript{8}

Two basic principles are internationally accepted with regard to liability exemption for Internet intermediaries: a) lack of responsibility of intermediaries for third-party content distributed on the Internet and for transactions taking place on their platform as long as they do not modify that content nor are aware of its illegal character; and b) no general obligation for intermediaries to monitor content.

The US Communications Decency Act (CDA) 1996 was the first act that addressed the issue. Section 230(c)(1) provides immunity from liability for providers and users of an ‘interactive computer service’ who publish information provided by others by stating that ‘no provider or user of an interactive computer service shall be treated as the publisher or speaker of any information provided by another information content provider’. This provision covers any kind of illegal content, such as libel, defamation, child pornography or privacy, except intellectual property infringements. The latter form of violations were addressed in the Digital Millennium Copyright Act (DMCA) 1998. Certain groups of Internet intermediaries, namely mere conduits, hosts (that store or cache content posted by others), and linking tools such as search engines, are included in the safe harbour scheme of this act, provided they implement a ‘notice-and-take-down’ procedure. This procedure aims to remove content upon complaint from copyright owners and provides a policy for terminating the accounts of ‘repeat infringers’ in certain circumstances.

In the European Union, the question of liability of Internet intermediaries was first addressed in the E-Commerce Directive of 2000.\textsuperscript{9}

\section*{2.1 EU regime on liability of Intermediaries – E-Commerce Directive 2000/31/EC}


\begin{thebibliography}{9}
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The Directive aims to establish a clear and general framework to cover certain legal aspects of electronic commerce in the internal market.\footnote{Recital (7) of Directive 2000/31/EC.} As highlighted in the preamble of the Directive, the development of information society services within the Community is hampered by a number of legal obstacles to the proper functioning of the internal market which make less attractive the exercise of the freedom of establishment and the freedom to provide services. These obstacles further arise from divergences in legislation and from the legal uncertainty as to which national rules apply to such services.\footnote{Recital (5) of Directive 2000/31/EC.} The Directive addresses these issues in its two main objectives. In first instance, it sets out to remove certain legal obstacles which are seen as hindering the development of electronic commerce within the internal market. Simultaneously, the directive aims to provide legal certainty and safeguard consumer confidence towards electronic commerce.\footnote{Recital (7) of Directive 2000/31/EC.} The development of electronic commerce within the information society will stimulate economic growth and investment in innovation by European companies, and can also enhance the competitiveness of European industry.\footnote{Recital (2) of Directive 2000/31/EC.}

The E-Commerce Directive regulates several aspects of information society services including freedom of services, the treatment of electronic contracts, and liability issues, among others. After elaborating upon the scope of this Directive, we will focus on the liability provisions which are most relevant for the deployment of REVEAL Services.

\section*{2.1.1 Scope}

The E-Commerce Directive applies to “information society services”, which have been defined as ‘any service normally provided for remuneration, at a distance, by electronic means and at the individual request of a recipient of services’ (see art. 2, a ECD)\footnote{This provision refers back the definition in Article 1(2) of Directive 98/34/EC as amended by Directive 98/48/EC.}. The notion of “information society services” covers a wide range of services. Examples of the services falling under this broad definition can be found in Recital (18) to the Directive. They may include (in so far as they represent an economic activity): online contracting, services providing transmission of information via communication networks, services providing access to a communication network, hosting of information, as well as services that do not give rise to on-line contracting, e.g. those offering online information or commercial communications or those providing tools that allow for search, access and retrieval of data.\footnote{For more examples, see Recital (18) of Directive 2000/31/EC.} Search engines are therefore covered by this definition.

The definition of information society services contains four key elements. A particular service can be qualified as an information society service if it is provided for:

- remuneration;
- at a distance;
- by electronic means;
- at the individual request of a recipient.

The element of remuneration does not necessarily refer to the specific way in which the service is financed, but rather to the existence of an economic activity or an activity for which an economic

\footnote{11 Recital (7) of Directive 2000/31/EC.}
\footnote{12 Recital (5) of Directive 2000/31/EC.}
\footnote{13 Recital (7) of Directive 2000/31/EC.}
\footnote{14 Recital (2) of Directive 2000/31/EC.}
\footnote{15 This provision refers back the definition in Article 1(2) of Directive 98/34/EC as amended by Directive 98/48/EC.}
\footnote{16 For more examples, see Recital (18) of Directive 2000/31/EC.}
consideration is given in return. Information society services are therefore not restricted to services, which are remunerated by their recipients as such.

The element “at a distance” simply means that the parties are not simultaneously physically present in the same particular place.

“By electronic means” comprises every service that is sent initially and received at its destination by means of electronic equipment for the processing (including digital compression) and the storage of data, and entirely transmitted, conveyed and received by wire, by radio, by optical means or by other electromagnetic means. This means that the service should also be sent and received with the use of electronic equipment. This requirement excludes the traditional distance selling methods, like mail-ordering, from the scope of this definition.

“At the individual request of a recipient of services” means that the service is provided through the transmission of data on individual request. Visiting a website is considered to be a service on demand, since the recipient ‘requests’ the website when typing the URL or following a link.

Examples of information society services may include (in so far as they represent an economic activity): on-line contracting, services consisting of the transmission of information via communication networks, services providing access to a communication network, hosting of information, services providing search tools, etc.

Article 1 ECD also excludes a number of services and legal issues from its scope, such as:

- questions covered by the Data Protection Directive (art. 1 (5), b);
- questions relating to agreements or practices governed by cartel law (art. 1 (5), c);
- the activities of notaries or equivalent professions to the extent that they involve a direct and specific connection with the exercise of public authority (art. 1 (5), d).

### 2.2 Liability Exemptions for Intermediaries

The E-Commerce Directive regulates the liability of intermediary service providers in its Section 4. This part of the Directive introduces liability exemptions for certain types of intermediary services. Intermediary service providers shall not be liable for actions that could be considered as ‘mere conduit’ (article 12), ‘caching’ (article 13) or ‘hosting’ (article 14). Once the provider of intermediary services is compliant with the conditions foreseen by each article, the particular service will benefit from the respective exemption.

---


18 Recital (18) of Directive 2000/31/EC.


20 See art. 1, 2 of Directive 98/48/EC. It is not required that every aspect of the overall service that is being provided takes place by electronic means nor that the final service consists of an immaterial good. See e.g. European Court of Justice, Case C-108/09, Ker-Optika Bl. v ÁNTSZ Dél-dunántúli Regionális Intézete, 2 December 2010 (applying Directive 2000/31/EC to the sale of contact lenses via the internet).

21 Lodder, A., l.c., p. 71.

22 Art. 1, 2 of Directive 98/48/EC.

23 Lodder, A., l.c., p. 71.

24 See recital (18) ECD for more examples.
These liability provisions of the Directive represent the balancing exercise that took place between EU policy makers and the online industry. On the one hand there was a concern from the Internet industry that if intermediaries were to be held liable for third party content on similar grounds as 'publishers', it could keep service providers from entering the market (cf. supra). On the other hand, EU policy makers pointed out that Internet intermediaries could play an important role in combating illegal content online and by doing so enhance public trust in the Internet as a safe space for economic activity.

As these exemptions have a horizontal nature, they cover various types of illegal content (infringements on copyright law, defamation law, protection of minors, unfair commercial practices, etc.) and different kinds of liability (criminal, civil, direct, indirect).

If the conditions for being exempt are not met, the intermediary is not per se subject to liability. The sole effect is that the intermediary no longer falls under the immunity provided by the Directive. The liability question is determined, taking into account the conditions for imposing liability under the national law(s) applicable to the case (e.g. copyright law or defamation law).

2.2.1 Mere Conduit

Article 12 provides for the liability exemption for providers of ‘mere conduit’ services, which are described as:

- those services which consist of the transmission in a communication network of information provided by a recipient of the service (‘transmission services’); and

- those services which consist of the provision of access to a communication network (‘access services’).

According to article 12, the service provider is not liable for the information transmitted, on condition that the provider:

(a) does not initiate the transmission (of data);

(b) does not select the receiver of the transmission; and

(c) does not select or modify the information contained in the transmission.
Recital (42) further stipulates that the exemptions from liability only cover cases where the activity of the information society service provider is limited to the technical process of operating and giving access to a communication network. The recital highlights that this activity is of a mere technical, automatic and passive nature, which implies that the information society service provider has neither knowledge of nor control over the information which is transmitted or stored.\textsuperscript{32} The services described in article 12 therefore can be compared to postal services, as the providers of these services are also not held liable for possible illegal content in the letters.\textsuperscript{33}

The acts of transmission and provision of access include the automatic, intermediate and transient storage of the information transmitted as long as this takes place for the sole purpose of carrying out the transmission in the communication network, and only if the information is not stored for any period longer than is reasonably necessary for the transmission (article 12.2).

Even if the intermediary is exempt from liability (i.e. when the conditions of article 12 are met), the possibility remains for a court or administrative authority to require the service provider to terminate or prevent an infringement, where the legal system of the Member State provides for this (article 12.3).\textsuperscript{34}

In practice only a limited group of service providers, such as telecommunications operators and ISPs, will benefit from the ‘mere conduit’ exemption.\textsuperscript{35} Given the far-reaching restrictions associated with this exemption, it is expected that none of the actors involved in the provisioning of REVEAL Services will fall under the scope of this exemption under the Directive.

2.2.2 Caching

The second liability exemption provided by the Directive relates to ‘caching’ of information. Providers of ‘proxy-servers’\textsuperscript{36} are mainly targeted by this provision.\textsuperscript{37} Article 13\textsuperscript{38} defines caching as ‘the automatic, intermediate and temporary storage of that information, performed for the sole purpose of

\textsuperscript{32} While recital (42) purports to address all of the exemptions of the Directive, one might argue that the scope of this part of the recital should be limited to the transmission and access services identified in articles 12 and 13. After all, the exemption for hosting identified in art. 14 does not limit its scope to either transmission or access services. See also Montéro, E., ‘Les responsabilités liées au web 2.0’, Revue du Droit des Technologies de l’Information 2008, n° 32, p. 367. However, the ECJ has held recital (42) equally applicable to hosting services: see European Court of Justice, Joined Cases C-236/08 to C-238/08, 23 March 2010 (Google France and Google v. Louis Vuitton Malletier a.o.), paragraphs 113-114.

\textsuperscript{33} Lodder, A., l.c., p. 87.

\textsuperscript{34} See also CJEU, Case C 314/12, 27 March 2014 (UPC Telekabel Wien) on this matter. In this case, UPC Telekabel Wien, an internet service provider, received an injunction to block access of its users to a website making available to the public copyright infringing material (§2). The Court of Justice of the European Union found that the injunction was legitimate as long as the injunction does not specify the measures which that access provider must take and when that access provider can avoid incurring coercive penalties for breach of that injunction by showing that it has taken all reasonable measures. The measures taken also cannot unnecessarily deprive internet users of the possibility of lawfully accessing the information available. They further stated that the measures have to have the effect of preventing unauthorised access to the protected subject-matter or, at least, of making it difficult to achieve and of seriously discouraging internet users who are using the services from accessing the subject-matter that has been made available to them in breach of the intellectual property right (§63-64).

\textsuperscript{35} Certain Member States have however broadened the scope of their national legal framework to cover services provided by other intermediaries such as for example search engines: Verbiest T. et al., Study on the Liability of Internet Intermediaries, commissioned by the European Commission, 12 November 2007, p.4, 19, available at: http://ec.europa.eu/internal_market/e-commerce/docs/study/liability/final_report_en.pdf.


making more efficient the information’s onward transmission to other recipients of the service upon their request'. Service providers will only benefit from this exemption when the information society service they provide consists of the transmission in a communication network of information provided by a recipient of the service (‘transmission services’).

Recital (43) applies to caching of information, as well as ‘mere conduit’, since caching is equally limited to manipulations of a technical nature, which do not alter the integrity of the information contained in the transmissions.

Moreover, when comparing the ‘mere conduit’ exemption with the exemption for caching of information, the wording seems to be very similar. The recipient of the service in both cases provides the ‘automatic, intermediate and temporary storage’ of information. Still, the exemption for caching services only applies to transmission services (whereas the ‘mere conduit’ exemption prescribed in article 12.2 formally extends to access services).

The biggest difference between article 12.2 and 13.1 appears to relate to the purpose of the storage. When comparing the respective provisions, article 12.2 on mere conduit aims to exempt transient storage which takes place for the ‘sole purpose of carrying out the transmission’. Caching on the other hand is performed ‘for the sole purpose of making more efficient the information’s onward transmission to other recipients of the service upon their request’.

Doctrine has agreed that this means that the storage under article 13.1 can be longer than the ‘mere conduit’ storage provided by article 12.2.

The following five conditions must further be met in order to benefit from the caching exemption (article 13.1):

- the (service) provider does not modify the information;
- the provider complies with conditions on access to the information;
- the provider complies with rules regarding the updating of the information, specified in a manner widely recognised and used by industry;
- the provider does not interfere with the lawful use of technology, widely recognised and used by industry, to obtain data on the use of the information; and
- the provider acts expeditiously to remove or to disable access to the information it has stored upon obtaining actual knowledge of the fact that the information at the initial source of the transmission has been removed from the network, or access to it has been disabled, or that a court or an administrative authority has ordered such removal or disablement.

38 Greece transposed this exemption in Article 12 of the Presidential Decree 131/2003. The discussion under this heading is also applicable to scenarios falling under Greek jurisdiction. For more information see Iglezakis J., Cyber Law, National Monograph, Greece, p.241.

39 The mere conduit exemption of art. 12, 2 also pertains to the activity of transmission rather than access provisioning. Nevertheless, due to the differences in structuring of the respective provisions, it would appear that strictly speaking only information society services which qualify as transmission services benefit from art. 12, 3, whereas both transmission services and access services are able to avail themselves of art. 12, 2.

40 An example of the former would be the storage involved in “packet switching transmission” performed by ISP’s; whereby information is stored for shorter period of time in small pieces (see Baistrocchi, P.A., ‘Liability of intermediary service providers in the EU Directive on Electronic Commerce’, Computer & High Technology Law Journal 2002, vol. 19, 119). An example of caching is the server or proxy caching performed by ISP’s, whereby they conduct automatic, intermediate and temporary storage of popular websites in order to speed up the users access to the website (see Jakobsen, S.S., l.c., 43).

41 Lodder A, l.c., p. 88.
Just as for ‘mere conduits’, the caching exemption shall not affect the possibility for a court or administrative authority, in accordance with Member States’ legal systems, of requiring the service provider to terminate or prevent an infringement (article 13.2).

Here too, none of the actors involved in the provisioning of REVEAL Services seem to qualify for the exemption under article 13.

2.2.3 Hosting
Article 14 of the Directive, covering the third liability exemption for Internet intermediaries, provides that where an information society service consists of the storage of information provided by a recipient of the service, the service provider is not liable for the information stored at the request of a recipient of the service, on condition that:

- the provider does not have actual knowledge of illegal activity or information and, as regards claims for damages, is not aware of facts or circumstances from which the illegal activity or information is apparent; or

- the provider, upon obtaining such knowledge or awareness, immediately removes or disables access to the information.

The typical service falling under this provision is a webhosting service that provides webspace to its users, where they can upload content to be published on a website (e.g. YouTube).

The storage by these ‘hosting’ service providers differs from ‘mere conduit’ and ‘caching’ transient storages in the sense of the purposes for which the storage takes place. Hosting service providers do not store information merely ‘incidental’ when providing their transmission or access services, as is the case with ‘mere conduit’ and ‘caching’ services. In the case of hosting services, this type of storage can be provided for a prolonged time period, and even be the primary object of the service.

The Court of Justice of the European Union (CJEU) has clarified that the exemption only applies to providers that conduct their services in a neutral sense. Neutral conduct has been defined by the Court as ‘technical, automatic and passive, pointing to a lack of knowledge or control of the data which it stores.’

The EU countries have struggled with the difference of article 14.1a between ‘actual knowledge’ of the service provider for criminal liability and the less stringent ‘constructive knowledge’ for civil claims.

---

42 Greece transposed this article in Article 13 of the Presidential Decree 131/2003. The discussion under this heading is also applicable to scenarios falling under Greek jurisdiction. For more information see Iglezakis J., Cyber Law, National Monograph, Greece, p.243-244.


44 Kuczzerawy A. and Ausloos J., l.c., p. 6.


46 It has been said that this exemption was originally aimed at ISP’s providing space on their internet servers for third parties’ websites, or bulletin boards or chat room services provided by the ISP itself (where the ISP only provides technical means for the users’ communication without interfering with the content being communicated between the users) (Jakobsen, S.S., l.c., 44). However, the exemptions provided by the E-Commerce Directive are defined in functional terms (i.e. in terms of the activity being performed), not in terms of the qualification of the actor. While the European legislator arguably only envisioned providers whose services consisted mainly, if not exclusively, in the performance of operations of a strictly technical nature, the scope of the exemption may also be applied to other entities (provided the conditions set forth by art. 14 are met). As a result, the exemption may in principle benefit any type of service provider who stores content at the request of the recipient; including so-called ‘web 2.0’ service providers (see Montéro, E., l.c., 369-373).

47 Court of Justice of the European Union, Joined Cases C-236/08 to C-238/08, 23 March 2010 (Google France and Google v. Louis Vuitton Malletier a.o.), paragraphs 113-114. The European Court of Justice addressed the issue of neutrality of hosting service providers also in the L’Oréal eBay case. The Court ruled that art. 14 of the Directive applies to hosting providers if they don’t play an active role that would allow them to have knowledge or control of the stored data. Court of Justice of the European Union, Case C-324/09, 12 July 2011 (L’Oréal v. eBay), paragraphs 112 - 116.
The interpretations of ‘actual knowledge’ in the Member States range from knowledge obtained through a court order, to a sufficiently substantiated informal notice by a user. On the other hand, ‘constructive knowledge’ is often understood as general awareness of the service provider. The CJEU is aware of this divergence within the Member States. In L’Oréal v. Ebay, the Court stated that a service provider will only be exempt from any liability for unlawful data that it has stored on condition that it did not have ‘actual knowledge of illegal activity or information’. With regard to claims for damages, the service provider has to prove that it was not ‘aware of facts or circumstances from which the illegal activity or information is apparent’ or that, having obtained such knowledge or awareness, it has acted expeditiously to remove, or disable access to, the information. The provider will be denied the exemption, when it should have been aware of facts or circumstances on the basis of which a diligent economic operator could have identified the illegality in question. The threshold that the CJEU imposes in this case is quite high, since any diligent economic operator who is confronted with the material should identify it as being illegal.

Recital (46) further stipulates that ‘the removal or disabling of access has to be undertaken in the observance of the principle of freedom of expression and of procedures established for this purpose at national level’. These procedures for service providers are however not further regulated in the Directive, nor are there any other details or safeguards to ensure proportionality or due process of the removal or blocking. Therefore, the assessment as to whether the notices of illegality are reliable enough to act upon has proven to be difficult for the providers. Article 14.3 does prescribe the possibility for every Member State to establish ‘procedures governing the removal or disabling of access to information’. However, while some of the Member States have provided a more detailed regulation for the ‘hosting’ exemption by introducing formal notification procedures (‘Notice-and-Take Down procedures: cf. infra), many have left this possibility of the Directive unattended.

A hosting service provider further cannot benefit from the exemption of article 14 when the recipient of the service is acting under the authority or the control of the provider (article 14.2). For example if the service recipient service is an employee of the service provider, the latter will not qualify for the exemption if the content was introduced pursuant to its instructions.

Lastly, article 14 foresees the same possibility for a national court or administrative authority to introduce prohibitory injunctions as the articles on mere conduit and caching (article 14.3).

---

49 European Court of Justice (Grand Chamber), C-324/09, 12 July 2011, (L’Oréal SA and others).
51 European Court of Justice (Grand Chamber), C-324/09, 12 July 2011, (L’Oréal SA and others).
52 Paragraph 119.
53 Paragraph 119.
54 Paragraph 120.
56 Kuczerra A. and Ausloos J., l.c., p. 8.
59 Lodder, A., l.c., p. 89.
As will be explained in detail below, the solution applied to REVEAL will be based on the hosting regime.

### 2.2.4 No general obligation to monitor

Article 15 ECD\(^{60}\) states that Member States shall not impose a general obligation on providers, when providing the services covered by Articles 12, 13 and 14, to monitor the information which they transmit or store, nor to actively seek facts or circumstances indicating illegal activity.

The prohibition of monitoring obligations of article 15 refers solely to monitoring of a general nature. Member States are therefore only prevented from imposing a monitoring obligation on service providers with respect to obligations of a general nature; this does not concern monitoring obligations in a specific case nor does it affect orders by national authorities in accordance with national legislation (recital 47). Obliging service providers to conduct general monitoring of content would counteract the notice-and-take-down limited liability paradigm.\(^{61}\) They would no longer act passive and neutral. Moreover, general monitoring could even lead to censorship and have a consequential deterrent effect on the freedom of expression.\(^{62}\) The negative consequence of general monitoring is commonly referred to as a ‘chilling effect’.\(^{63}\) The phenomenon occurs when individuals stop exercising a right or freedom, for example freedom of expression, out of a fear of potential repercussions.\(^{64}\)

This Directive further does not affect the possibility for Member States of requiring service providers, who host information provided by recipients of their service, to apply duties of care, which can reasonably be expected from them and which are specified by national law, in order to detect and prevent certain types of illegal activities (recital 48).\(^{65}\) The duties of care are never defined in the Directive, which inadvertently blurs the difference between these duties and general monitoring. Recital 48 and article 15 can therefore be seen as quite contradictory.\(^{66}\)

Also, it is necessary to emphasise that the prohibition of general monitoring schemes according to article 15 only applies to service providers that provide ‘mere conduit’, ‘caching’ or ‘hosting’ services. If certain service providers fall outside the scope of these regimes, Member States theoretically could try to impose general monitoring obligations on them.\(^{67}\) So far, there have been no such attempts in Europe.

---

\(^{60}\) Greece transposed this provision in Article 14 (1) of the Presidential Decree 131/2003. The discussion under this heading is also applicable to scenarios falling under Greek jurisdiction. For more information see Iglezakis J., Cyber Law, National Monograph, Greece, p.242.


\(^{62}\) OECD, l.c., p. 36.

\(^{63}\) European Court of Human Rights, Mosley v. United Kingdom, nr. 48009/08, 15 September 2011.

\(^{64}\) Van Alsenoy, B., Kuczerawy, A. and Ausloos, J., Search engines after Google Spain: internet@liberty or privacy@peril?, ICR Working Paper Series, issue 15/2013, 6 September 2013, p. 48.

\(^{65}\) The CJEU has in this regard decided, in two cases concerning the instalment of a filtering system to prevent the sharing of copyright infringing files, that an injunction obligating service providers to install a filtering system for all information which is passing via its services or stored on its servers by its users would constitute a general monitoring obligation if it applies indiscriminately to all of the users (1) as a preventative measure (2) exclusively at the provider’s expense (3) and for an unlimited period (4), and if it is capable of identifying electronic files containing musical, cinematographic or audio-visual work of which the applicant holds intellectual property rights, with a view to preventing those works from being made available to the public in breach of copyright (Court of Justice of the European Union, C-70/10, 24 November 2011 (Scarlet v. SABAM), and Court of Justice of the European Union, C-360/10, 16 February 2012 (SABAM v. Netlog)).


\(^{67}\) See Jakobsen, S.S., I.c., 43.
Lastly, article 15.2 gives Member States the possibility to impose two additional obligations upon information society services providers. First of all, they may oblige the providers promptly to inform the competent public authorities of alleged illegal activities by recipients. Secondly, the Member States may impose an obligation upon these providers to communicate to the competent authorities, at their request, the identity of recipients with whom they have storage agreements.

### 2.3 Legal vacuum of search engines in the EU

Considering the functionalities - such as search, identification, location and discovery functionality - that REVEAL plans to deploy, we need to address one more type of intermediary – search engine services.

Search engines are a type of selection intermediary, also called information location services or referencing services. Their role is to map, order, select, validate and evaluate online information. In doing so, they help users to navigate the Web and provide them with a way to overcome its information overload. Search engines therefore ensure the free flow of information and deliver a crucial service in today’s society. It could be argued that by providing access to information and diverse opinions, they participate in guaranteeing freedom of expression, as prescribed by article 10 of the European Convention of Human Rights (ECHR).

Search engines are covered by the definition of the Information Society Service from the E-Commerce Directive. In Recital 18 it is stated that: ‘[I]nformation society services are not solely restricted to services giving rise to on-line contracting but also, in so far as they represent an economic activity, extend to services which are not remunerated by those who receive them, such as those offering on-line information or commercial communications, or those providing tools allowing for search, access and retrieval of data...’

Location tool services, however, are not covered by any of the three definitions of the services described in Section 4 of the E-Commerce Directive. They are, strictly speaking, neither a mere-conduit service, nor caching or hosting service. This implies that the liability exemptions for intermediaries of article 12-15 ECD do not cover, at least nominally, search engines and hyperlinks. The Directive, therefore, leaves this issue unattended. Only in the Final Provisions of the Directive, the problem is mentioned on the list of topics that should be analysed in future, during the re-examination of the document. More specifically Article 21 the Directive states that: ‘in examining the need for an adaptation of this Directive, the report shall in particular analyse the need for proposals concerning the liability of providers of hyperlinks and location tool services...’

---

71 Recommendation CM/Rec(2012)3 of the Committee of Ministers to member States on the protection of human rights with regard to search engines, (Adopted by the Committee of Ministers on 4 April 2012 at the 1139th meeting of the Ministers’ Deputies).
73 Directive 2000/31/EC, art. 21(2).
This means that, until now, the legal situation of search engines with regard to liability for third party content is not regulated in the E-Commerce Directive. It is not clear from the legislative history why the European Commission has so far ignored the topic. The preparatory stages only allow us to assume that search engines were still a developing technology, not popular enough to be included in the drafting works.  

Since the E-Commerce Directive reserved itself from regulating this issue, it was left entirely to the discretion of the Member States. Some of the countries have used this possibility, according to the EC’s first report on the application of the E-Commerce Directive. The result is an amalgam of diverse approaches to this issue across the EU.

Some countries extended the scope of the legislation transposing the E-Commerce Directive to include search engines. Among those Member States two approaches can be distinguished. In some countries, like for example Austria, these types of services were classified as providers of access services (mere-conduit). The reasoning behind this choice was that ‘search engines generally do not edit the content they show in the results, are not the source of the information they link to, and are not in the position to remove it from the Web.’ Other Member States, such as Spain, Portugal and Hungary, opted for the hosting regime of art. 14 ECD to cover search engine providers. As stated above, this exempts providers of these services from liability if they do not have knowledge of the illegal nature of the information. They must further act expeditiously when they obtain such knowledge.

The third group of the EU countries so far has left this issue unregulated and apply the general rules of law. The example here is the U.K. which is waiting for the European Commission to introduce legislation on this issue. A similar situation can be found in Germany and the Netherlands, where the general rules of law, particularly tort law, are applied. Very often, this lack of specific legislation

---


leads to complex rulings of the respective national courts on the issue.\footnote{Bundesgerichtshof [BGH][Federal Court of Justice] Jul 17, 2003, I ZR 259/00; Oberlandesgericht [OLG] Hamburg [Court of Appeals Hamburg], February 20, 2007, AZ 7 U 126/06; Landesgericht [LG] Berlin [Trial Court Berlin], February 22, 2005, AZ 27 O 45/05.} Greece, where REVEAL will be most likely deployed, joins this third group of countries. The Greek Presidential Decree No. 131/2003 implementing the E-Commerce Directive 2000/31/EC, that came into effect on January 17th, 2002\footnote{Presidential Decree No. 131/2003 (Government Gazette (FEK) A 116/16-5-2003) “Implementation of Directive 2000/31 of the European Parliament and of the Council on certain aspects of information society services, in particular electronic commerce, in the Internal Market (Directive on Electronic Commerce)”}, does not address the issue of liability exemptions for the providers of location tool services such as search engines. This means that the liability of search engines for linking to infringing content is regulated by the general rules of law.\footnote{Iglezakis J., Cyber Law, National Monograph, Greece, p.230}

As can be seen from the short analysis above, liability of search engines for the third party content is far from harmonised at the EU level. The complexity of the issue and the varying national traditions create a situation of legal uncertainty that may be challenging for the providers of these services. This challenge is highlighted by the variety of decisions of numerous European courts with regard to the legal situation of Google\footnote{E.g. European Court of Justice, Joined Cases C-236/08 to C-238/08, 23 March 2010 (Google France and Google v. Louis Vuitton Malletier a.o.); Court of Appeal, Case no. 08/13423, 26 January 2011 (Socite´ des Auteurs de Arts visuels et de l’Image fixe (SAIF) v Google France/Google inc.); The Court of Appeal of Brussels, Case no. 2007/AR/1730, 5 May 2011 (Copiepresse v. Google); Court of Milan, Case no. 1972/2010, 24 February 2010.} (cf. infra). However, this situation also poses considerable issues for emerging, smaller market players who, in most circumstances, cannot afford the elaborate legal services that are at Google’s disposal. Legal fragmentation in the EU may constitute an obstacle to enter the field and as a result hamper innovation and competition in the European market.\footnote{Van Hoboken J., Legal Space for Innovative Ordering: on the need to update selection intermediary liability in the EU, International Journal of Communications Law & Policy, Issue 13, Winter 2009.} Major multinational selection intermediaries therefore often prefer complying with the US law, as it provides them with the liability exemptions required to ensure their lawful operation.\footnote{Grimmelmann J., The Structure of Search Engine Law, 93 IOWA L. REV. 1 (2007); U. Gasser, Regulating Search Engines: Taking Stock and Looking Ahead, 9 YALE J. L. & TECH. 124 (2006).}

To eliminate legal uncertainty and safeguard the free flow of information on the Internet and the freedom of expression it is crucial to address the situation of search engines at the level of the European Community.

Such discussion has been put forth, to a very limited extent, at the beginning of the review of the Directive. In the published first report on the application of the Directive the Commission did not address the issue on intermediary liability and declared that: ‘It is encouraging that recent case-law in the Member States recognises the importance of linking and search engines to the functioning of the Internet. In general, this case-law appears to be in line with the Internal Market objective to ensure the provision of basic intermediary services, which promotes the development of the Internet and e-commerce. Consequently, this case-law does not appear to give rise to any Internal Market concerns.”\footnote{First Report on the Application of Directive 2000/31/EC, supra note 56.}

The report was released in 2003, when several EU countries had not implemented the Directive yet. The situation has certainly changed since then, which is reflected by the recent initiatives of the European Commission with regard to the E-Commerce Directive.
2.4 Criticism of the current framework

The intermediary liability regime of the E-Commerce Directive has been criticised almost since the day it was introduced. Especially the fallacies of the hosting regime were analysed extensively.

One of the most problematic issues that stakeholders generally agree upon, is the lack of clarity of the current hosting regime. Burdening intermediaries with a task of assessing the legitimacy of a complaint and the character of the content has frequently been called unfair. There are several reasons for such an opinion. Firstly, private companies often do not possess enough legal knowledge to evaluate the (il)legality of third party content. This is especially the case whenever the content is not manifestly illegal, which may occur where the subjective rights of individuals are at stake. Moreover, often undesirable effects can arise when enlisting private companies to decide upon such delicate issues. An example can be found in recent events during which Google was pressured to remove an offensive anti-Muslim movie from its YouTube platform. In 2012, Google refused to comply with a request of the US government to remove the video, stating that no policies were infringed upon. On the other hand Google arbitrarily decided to block access to the video from particular countries. It was consequently accused of paternalism and moral policing of the freedom of expression.

The specificity of the ‘notice-and-take down’ mechanism implies that intermediaries shall, as a rule, experience a conflict of interests. In essence, they have to remove or block content swiftly in order to exonerate themselves from possible liability. This essentially makes them a judge in their own cause. Therefore, they will have a natural tendency to choose the most cautionary approach and act upon any indication of illegality, without engaging in any (possibly burdensome and lengthy) balancing of fundamental rights that require protection. As a result, any analysis of the unlawful character of the content is usually non-existent. In essence, the notice-and-take down mechanism will create ‘an incentive to systematically take down material, without hearing from the party whose material is removed, thus preventing such a party from its right to evidence its lawful use of the material.’

Aside from the obvious private censorship concerns, it also opens a way for fictitious victims such as competitors or political opponents to potentially abuse the mechanism.

---

89 This part is based on Kuczceraw A., Intermediary Liability & Freedom of expression: Recent developments in the EU Notice & Action Initiative, Computer Law and Security Review 2015, vol. 31, Issue 1, 48-49
92 Council of Europe (Council of Ministers), Declaration on freedom of communications on the Internet, 28.05.2003, p. 11, available at: https://wcd.coe.int/ViewDoc.jsp?id=37031.
A process whereby a private party, and possibly future defendant, decides arbitrarily whether content should be removed or blocked can lead to a violation of the right to freedom of expression, as enshrined in article 10 ECHR[100] and article 11 of the Charter of Fundamental Rights of the European Union.[101] Concerns about a possible ‘chilling effect’ on the freedom of expression were voiced by a number of organisations, such as the Council of Europe.[102] The notice-and-take-down mechanism moreover appears to be vying with the principles of proportionality and due process.[103]

At the EU level, no guidelines were put forth concerning the implementation of notice-and-take down. The introduction of the actual procedures was left entirely to the discretion of the Member States. Recital 46 ECD explicitly confirms this discretion, by stating that the removal or disabling of access should be undertaken in observance of this right and of procedures established for this purpose at national level. In its article 16 and recital 40 the Directive encourages self-regulation in this field. Since the majority of the Member States chose for a verbatim transposition of the Directive, the matter was mostly left to self-regulation.[104] However, since most Member States never introduced any such measures, this self-regulatory system proved to be insufficient. The result is a lack of any firm safeguards in many jurisdictions.[105]

2.5 Intermediary Liability aspects in the European case law

Before moving on to the review of the E-Commerce Directive, we should discuss two recent court judgments of the CJEU and the European Court of Human Rights (ECtHR). As a preliminary matter, it is worth highlighting the particular role of the European Convention of Human Rights (ECHR) within the EU legal order.[106] The ECHR was enacted by the Council of Europe, which is not an institution of the EU. In theory, the legal orders of these two international organizations are entirely distinct from each other.[107] However, all Member States of the European Union are also signatories, and therefore bound, to the ECHR.[108] In addition, the CJEU has explicitly recognized that EU Courts have to take the case law of the ECtHR into account when interpreting fundamental rights.[109] This means that the case law developed by the ECtHR and the CJEU are equally relevant to our current analysis.


[108] The dedicated enforcement mechanism of the ECHR is the European Court of Human Rights, whereas the final arbiter of the EU Charter is the European Court of Justice. The observance of the respect for fundamental rights within the EU is thus ensured by both the Court of Justice of the European Union (CJEU) and the European Court of Human Rights (ECtHR).

[109] The EU itself is not (yet) a party to the ECHR. This means that the ECtHR and its judicial mechanism do not formally apply to EU acts. This divergence shall be rectified when the EU, as an organisation, will become a party to the Convention.


2.5.1 Google Spain (CJEU)
In 2009, a Spanish citizen found references to insolvency proceedings against him in a local newspaper (LaVanguardia) when he entered his name into Google’s search engine. He was disturbed by this search result, as he already successfully settled all his debts in 1998 after a public auction referenced in the article. He asked the newspaper to remove the information in question, but this request was denied. He therefore requested Google’s Spanish subsidiary to remove the article from the search results when somebody entered his name as a search term. They referred the complaint to Google Inc., as they considered them the responsible entity for the development of search results.

In March of 2010, L. asked the Spanish Data Protection Authority (Agencia Española de Protección de Datos, AEPD) to issue an administrative decision which would (a) order LaVanguardia to eliminate or modify the publication to ensure his personal data would no longer appear in search results; and (b) order Google to stop referring to the contentious publication in its search results. In July 2010, the AEPD ordered Google Es. and Google Inc. to take ‘all reasonable steps to remove the disputed personal data from its index and preclude further access.’ The request against LaVanguardia was denied, as — according to the AEPD — the newspaper still had a legitimate reason to process the data at issue. In 2011, Google appealed the AEPD's decision before the Spanish National Court (Audiencia Nacional) in Madrid. In March of the next year, this court referred the case to the CJEU for a preliminary ruling.

The CJEU decided in their ruling of 13 May 2014 to counter the Advocate General’s opinion of June 2013. Search engine operators fall within the scope of the European Data Protection framework. With regard to the so-called ‘Right to be Forgotten’, the court decided that data subjects can request search engines to remove a reference to a webpage when their name is used as a search term. The Court based this right to removal on the already existing right to erasure as enshrined in article 12 of the Data Protection Directive 95/46. It specified that the right to erasure is not absolute and a balance of rights and interests needs to be made. The interests at issue are the economic interests of the search engine and the legitimate interests of Internet users while accessing content on the one hand, and the data subject’s rights on the other hand. The court indirectly confirmed that the burden of proof to establish which interests should prevail is on the search engine.

In this respect, the CJEU introduces a system that closely resembles the notice-and-take-down mechanism for hosting service providers (art. 14 ECD).

---

111 Ibid, paragraph 2.1.
112 Ibid, paragraph 2.3.
113 i.e. order issued by the Spanish Ministry of Labour and Social Affairs Ibid, paragraph 6.2.
114 Kuczerawy A. and Ausloos J., l.c., 18.
115 At the risk of generalising too much, the request for a preliminary ruling contained two categories of questions: (a) the scope of application of European data protection law; and (b) the existence of a right to be forgotten/erasure vis-à-vis search engines directly.
116 Kuczerawy A. and Ausloos J., l.c., 18-19. Such a right would be based on the rights to object (14) and to erasure (12(b)) in the Data Protection Directive.
118 Paragraphs 74 et seq.
119 Kuczerawy A. and Ausloos J., l.c., 19.
120 Paragraph 81; 97.
The case nevertheless entirely hinges upon the European Data Protection legislation, which focuses on the activities of the controller, i.e. the search engine. A reference to the liability exemptions of the E-Commerce Directive is completely lacking. This can be explained by the different paradigms of data protection and intermediary liability law. Whereas the latter correlates strongly to traditional tort law principles (fault, damage and causal relationship) and the liability for illegal online content, data protection law simply provides certain responsibilities for controllers of personal data.\textsuperscript{121} No harm has to be proven under the data protection framework.\textsuperscript{122}

More interesting in the context of the REVEAL project is that the underlying content Google refers to often is published lawfully. Therefore, the publisher will not have a legal obligation to take it down.\textsuperscript{123} This is different than within the notice-and-take-down mechanism, since the exemption regime of the E-Commerce Directive solely focuses on the illegal nature of the content.

With regard to the freedom of expression, Advocate-General Jääskinen emphasised the importance of this fundamental right in his opinion. He strongly believed that requesting search engine service providers to suppress legitimate and legal information that has entered the public domain ‘would entail an interference with the freedom of expression of the publisher of the web page.’\textsuperscript{124}

In the court judgment however, one notices instantly that there is less emphasis on the fundamental right to freedom of expression. The Court only confirms that a fair balance needs to be struck between the interests of internet users to access information and the data subject’s rights. The Court stated that ‘[w]hilst it is true that the data subject’s rights protected by those articles [article 7 and 8 of the Charter] also override, as a general rule, that interest of internet users, that balance may however depend, in specific cases, on the nature of the information in question and its sensitivity for the data subject’s private life and on the interest of the public in having that information, an interest which may vary, in particular, according to the role played by the data subject in public life.’ By touching upon the right of access to information, the Court addressed the freedom of expression. The Court further touched upon the freedom of expression in their assessment of Article 7 (f) of the Data Protection Directive 95/46.\textsuperscript{125} This article dictates a balancing exercise between the legitimate interests of the controller to process personal data and third parties to have this data disclosed on the one hand and the data subject’s rights on the other hand. Here as well, the Court states that the application of this article necessitates a balancing of the opposing rights and interests concerned.\textsuperscript{126}

These paragraphs emphasise the importance of the freedom of expression. Not every breach of the data subject’s rights will suffice to justify restriction on the freedom of expression and access to information (e.g. when information concerns a politician acting in the public sphere).

The Article 29 Working Party has further clarified that the right to erasure (or as we can call it after the ruling – the right to be delisted) only affects the results obtained from searches made on the basis of a person’s name and does not require deletion of the link from the indexes of the search engine altogether. Therefore, the original information will remain accessible using other, often more

\textsuperscript{121} Kuczzerawy A. and Ausloos J., I.c., 20-21.
\textsuperscript{122} Article 23 of the Directive does provide for the possibility to obtain damages whenever someone is in fact harmed.
\textsuperscript{123} In the Google Spain case, LaVanguardia, the original source, even had an explicit obligation to publish the information.
\textsuperscript{124} Opinion of Advocate General Jääskinen, Case C-131/12 Google Spain SL and Google Inc. vs. Agencia Española de Protección de Datos and Mario Costeja González, 25 June 2013, paragraph 134.
\textsuperscript{125} This provision permits the processing of personal data where it is necessary for the purposes of the legitimate interests pursued by the controller or by the third party or parties to whom the data are disclosed, except where such interests are overridden by the interests or fundamental rights and freedoms of the data subject — in particular his right to privacy with respect to the processing of personal data (Paragraph 74).
\textsuperscript{126} Paragraph 74.
relevant, search terms or by direct access to the source. The concerns with regard to the freedom of expression therefore seem to be undeniable, but should not be overstated.

### 2.5.2 Delfi (ECtHR)

The second case that concerns Internet intermediary liability in defamation actions is *Delfi v. Estonia* case before the ECtHR. The *Delfi* case concerned an online news article from 2006 regarding a change in ferry routes delayng the opening of an ice road. This article was followed by 185 comments in the portal’s ‘Add Your Comment’ section in 48 hours. Twenty of these comments were considered abusive and defamatory, as they involved personal threats and offensive language against a member (L.) of the ferry company’s supervisory board. In March 2006 L.’s lawyers requested the applicant company to remove the offensive comments and claimed for damages. Delfi thereafter removed the 20 messages in question promptly. Nevertheless, they refused to pay damages. Three weeks later, L. brought a civil suit against the applicant company.

Despite the local court ruling in favour of Delfi in first instance, both the Court of Appeal and the Supreme Court in Estonia overturned this decision. The Court of Appeal stated that Delfi could not rely on the national implementation of the E-Commerce Directive, i.e. the Estonian Information Society Services Act. Moreover, the Court of Appeal decided that Delfi could not benefit from the notice-and-take-down regime of the ECD, as they were not merely a technical, automatic and passive intermediary. Instead, it invited users to add comments. Thus, the applicant company was a provider of content services rather than of technical services.

The Supreme Court later upheld the Court of Appeal’s judgment in substance, partly modifying its reasoning. The Court highlighted that just because the applicant company did not write the comments itself did not imply that it had no control over the comment environment. It enacted the rules of comment and removed comments if the rules were breached. The fact that Delfi made no use of its possibility to prevent clearly unlawful comments from being published, was considered by the Court as an unlawful failure to act.

Delfi consequently appealed to the ECtHR, complaining that holding it liable for the comments posted by the portal's readers infringed its freedom of expression as provided by article 10 ECHR. The ECtHR confirmed the decision of the national appeal courts, and emphasised that *the applicant company, by publishing the article in question, could have realised that it might cause negative reactions against the shipping company and its managers and that, considering the general reputation of comments on the Delfi news portal, there was a higher-than-average risk that the negative comments could go beyond the boundaries of acceptable criticism and reach the level of*

---


128 Nevertheless, it deserves to be highlighted that in this case the rights holder (i.e. the data subject) did notify Google Es. Therefore, from the perspective of the hosting exemption of the E-Commerce Directive, Google would have had to remove the content upon notification, even without the court judgment (Kuczerawy A. and Ausloos J., l.c., 20).
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gratuitous insult or hate speech.’ Therefore, they defined Delfi as a professional publisher and not an Internet service provider, exempting them from the intermediary liability regime of the ECD.

Since the ruling by the national courts, Delfi has changed their policy and no longer allows persons who have posted offensive comments to post any new comments without reading and accepting the rules of commenting.  

The confirmation by the ECtHR of the judgments of the domestic courts has been heavily criticised for creating a threat to freedom of expression. The Court’s ruling encourages private censorship by Internet service providers and publishers of online news media. The NGO Article 19 concluded that the Delfi judgment displayed ‘a profound failure to understand the EU legal framework regulating intermediary liability.’ The NGO felt that Delfi had every reason to believe that the situation fell within the ECD’s scope of protection since the company removed the material on the same day that it had received the complaint.

Following this heavy debate, 69 media organisations, internet companies, human rights groups and academic institutions across Europe sent a joint letter in January 2014 to the ECtHR’s president to support Delfi’s appeal to the Court’s Grand Chamber. In the letter, they emphasised the importance of maintaining no general obligation to monitor for intermediaries. The rule is considered a crucial guarantee for freedom of expression as it prevents overbroad monitoring and filtering of user content and, as a result, minimizes private censorship.

The Delfi judgment was eventually referred to the Grand Chamber of the ECtHR in February 2014. There has not yet been an end judgment. Further developments in this case will be closely monitored by Reveal.

141 Article 19, l.c.
142 Re: Grand Chamber referral in Delfi v. Estonia (Application no. 64569/09), 13 January 2014, https://www.laquadrature.net/en/civil-society-calls-on-the-echrs-grand-chamber-to-overturn-delfi-v-estonia-ruling. This letter was also signed by the KU Leuven Interdisciplinary Centre for Law and ICT.
3 Review of the E-Commerce Directive

In 2010, the European Commission only started the process of reviewing the E-Commerce Directive by launching a public consultation as part of its periodic review process. The main aim of this consultation was to establish whether a revision of the Directive was required. Stakeholders were generous in their responses, which were bundled by the European Commission in a report. The report documented the most often expressed complaints in general, and more specifically with regard to liability of intermediaries. Most respondents agreed that there was no need for a revision of the ECD. Many stakeholders however emphasised that certain aspects of the directive would benefit from further clarification, particularly with regard to intermediaries’ liability for third-party content. A more in depth analysis of the identified issues was further conducted by the European Commission in their Staff Working Document on Online Services.

3.1 Notice and Action Initiative

The most debated issue during the review process turned out to regard the functioning of the notice-and-take-down procedures. In the current Directive, the ‘Notice and Take Down’ (NTD) mechanism is implied in article 14 ECD (cf. supra). The ‘Notice and Take Down’ system hosting service providers benefit from the liability exemption if they ‘act expeditiously’ to remove or disable access to information upon obtaining knowledge or awareness of its illegal nature. In January 2012, following concerns revealed during the public consultation of 2010 about the lack of adequate safeguards to protect the freedom of expression, the European Commission announced a new initiative on ‘Notice and Action’ (N&A) procedures. The goal of this initiative is to set up a horizontal European framework for notice and action procedures, to combat illegal or infringing content on the Internet and to safeguard the transparency, effectiveness, and proportionality of Notice and Action procedures, as well as compliance with fundamental rights. In June 2012, the European Commission launched a second public consultation, dedicated entirely to Notice and Action procedures applicable to hosting service providers. The following section will discuss three of the main problems with the intermediary liability regime (notice and take down), according to the public consultations and the Staff Working Document.

---

146 The main difference with Notice-and-Take Down is that in Notice-and-Action a broader range of actions against the content can be taken, providing a possibility for a tailored response (e.g. ‘notice-and-notice’ or ‘notice-and-stay-down’); ‘The notice and action procedures are those followed by the intermediary Internet providers for the purpose of combating illegal content upon receipt of notification. The intermediary may, for example, take down illegal content, block it, or request that it be voluntarily taken down by the persons who posted it online’. Commission Communication to the European Parliament, The Council, The Economic and Social Committee and The Committee of Regions, A coherent framework for building trust in the Digital Single Market for e-commerce and online services (SEC(2011) 1640 final), p. 13, ft. 49, http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=COM:2011:0942:FIN:EN:PDF.
148 Commission Communication, i.c., p.14.
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3.2 Lessons learned

3.2.1 Legal uncertainty
Firstly, legal uncertainty is the most common criticism with regard to the N&A regime and more in general the E-Commerce Directive. The unclear scope of the definitions of intermediaries (cf. supra) were highlighted by the stakeholders in the public consultations and the Staff Working Document. Very often, it is unclear for providers of ‘new’ types of services (e.g. video-sharing sites, SNS or search engines) to determine whether or not they could benefit from a liability exemption. Furthermore, this uncertainty pushes the intermediaries to be overly cautious. Wrongful notices, both in good and bad faith, present perhaps the greatest risk to freedom of expression in the current legal framework. Further, the stakeholders complained about the unclear conditions for exoneration. Terms such as ‘expeditiously’ and ‘actual knowledge’ were found to lead to different interpretations in various countries, and among the stakeholders. Van Eecke for example argues that service providers do not have to perform a solely ‘passive role’ as long as they do not have ‘actual knowledge’ of the illegal nature of certain content. And while this ‘storage but no knowledge' approach seems fair, this in the end cannot alleviate all legal uncertainty. Therefore, not only providers of online cross-border services but also users experience the functioning of the internal EU market in this regard as being quite problematic.

3.2.2 Knowledge vs. complexity
As stated above, article 14 ECD prescribes that hosting providers are exempt from liability in cases where the latter do not have actual knowledge of illegal activity or information. With regard to claims for damages, hosting service providers are exempt as long as they are not aware of facts or circumstances from which the illegal activity or information is apparent. This requirement of absence of knowledge requires intermediaries to conduct a legal assessment of the content. The assessment might be particularly difficult when the content is not manifestly illegal, for example when the conflicting interests involve subjective rights of individuals. What is considered as ‘defamatory’ in one Member State is not necessarily categorised as such in another jurisdiction. The intermediaries will therefore often prefer to err on the side of caution and remove content, when not sure about their illegal nature. This leads to the elimination of disputed content, even if it is in fact legitimate. Such approach could, however, be highly detrimental for freedom of expression. Similarly detrimental is the tendency of intermediaries to ‘race to the bottom’, in the sense that they will adopt the interpretation followed by the Member States with the most restrictive approach on content. Although regrettable for the freedom of expression, this choice is understandable as the intermediaries will hereby ensure less liability claims, and further keep their response consistent across different jurisdictions. The stakeholders, nevertheless, agreed that there should be a difference in treatment

151 Kuczerawy A., l.c., 52.
between breaches of criminal and civil law: for example copyright infringements should receive a
different assessment than child pornography. A one-size-fits-all approach might lead to either
criminal or civil matters being handled in a disproportionate matter.

In this regard, the CJEU decided in L’Oréal v. Ebay that the liability exemption of article 14 would not
apply once the service provider is ‘aware of facts or circumstances on the basis of which a diligent
economic operator should have identified the illegality’. Therefore, the hosting service provider can
only be held liable if it is sufficiently clear that the content at issue infringes upon the rights of
others.

### 3.2.3 Notifying content providers

Notifying the content providers whose information will be removed proved to be another hot topic in
the public consultations. Most civil society organisations argued that prior notification or consultation
of the content providers was crucial. For example EDRI came to the conclusion that the US
approach ‘delete first, ask questions later’ was contrary to the ECHR and Charter and should at all
costs be avoided. Other stakeholders emphasised that this prior notification should only be the
case if content is not manifestly illegal. For example, Bits of Freedom argued that ‘if information is
unmistakably unlawful and there is need to immediately disable access, the hosting provider can
disable access right away’. In such circumstances hosting providers should inform the content
provider post-factum, and provide him with information regarding his rights of redress (in court).

Business federations, on the other hand, sometimes disagreed that hosting service providers should
consult the providers of alleged illegal content. Alternatively, they felt that consultation with the
providers of the content should occur after an action against the content has been taken. If it appears
that the content was actually legal, it should be re-uploaded.

In its Staff Working Document, the European Commission considers the use of “counter-notices” to
help protect freedom of expression. Counter-notices can be found in the U.S. Digital Millennium
Copyright Act (DMCA), which contains liability exemptions similar to those of the E-Commerce
Directive. Several EU Member States have also introduced an equivalent measure in their national
NTD procedures, but it has not become a standard part of the procedure across Europe. The
objective of counter-notice mechanisms is to give the providers of allegedly illegal information a right
to reply to the allegations of illegality of their content. Proponents argue that such a right to respond
would introduce an important element of the due process. It would allow content providers to defend

---

160 Netzpolitik response to the Consultation on Clean and Open Internet, https://netzpolitik.org/wp-
upload/N_a_T_answers_digiges.pdf.

161 Court of Justice of the European Union, L’Oréal v. eBay, case C-324/09, paragraph 120.
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169 This similarity refers to the main concept of the NTD mechanism. The DMCA version of the mechanism contains a number
of safeguards, which are absent in the e-Commerce version of NTD.

170 In particular Finland, Hungary, Lithuania, Spain and UK. See more in: First Report on the Application of Directive
their use of the content, which in turn would result in a better assessment by the hosting provider.\textsuperscript{171} However, critics argue that a counter-notice mechanism would make the whole process more burdensome, slow and ineffective, and that it would not be appropriate in case of manifestly illegal content (e.g. child pornography). Most of this criticism originates, unsurprisingly, from the copyright industry. This group of stakeholders systematically emphasised the importance of efficiency of the take down process. From the perspective of the freedom of expression and due process, however, it seems that the legitimacy of Notice and Action would benefit from this counter-notice.

The Notice and Action initiative lost its momentum before the 2014 EU elections. Only recently, the European Commission brought back the intention to further work on combating the illegal content on the Internet. In the newest Digital Single Market strategy the Commission announces a comprehensive analysis of the role of platforms in the market including illegal content on the Internet, to take place in the course of 2015.\textsuperscript{172} We will have to see if the ideas of the Notice and Action initiative are continued or whether the Commission will be starting the process from scratch.

\textsuperscript{171} GNI, Comments on the Public Consultation on Procedures for Notifying and Acting on Illegal Content Hosted by Online Intermediaries, 5 September 2012, http://globalnetworkinitiative.org/sites/default/files/GNI%20Comments%20on%20EC%20Notice%20and%20Action%20consult.pdf However, some research indicates that, at least in the context of the DMCA, such counter-notice is rarely used in practice. This is because such counter-notification is considered an added cost, which individuals are not willing to take when exercising their right to speech. See more in: Seltzer W., The Politics of Internet Control and Delegated Censorship for The American Society of International Law, April 10, 2008; Seltzer W., Free Speech Unmoored in Copyright’s Safe Harbor: Chilling Effects of the DMCA on the First Amendment, Harvard Journal of Law & Technology, Volume 24, Number 1 Fall 2010.

4 Application to REVEAL

The following section applies the analysed legal regime to REVEAL. The application leads to legal recommendations that should guide the REVEAL Consortium in future actions. The application and the following recommendations should be read together with the previous chapters.

The previous chapters showed that the legal situation of internet intermediaries is far from clear. This is a relevant conclusion for REVEAL. Since REVEAL will be dealing with UGC we need to ensure that the REVEAL provider does not become liable for infringing content created by the third parties.

4.1 Role of REVEAL as an Intermediary

The OECD has defined the role of Internet intermediaries as ‘bring[ing] together or facilitat[ing] transactions between third parties on the Internet. They give access to, host, transmit and index content, products and services originated by third parties on the Internet or provide Internet-based services to third parties.’\(^\text{173}\)

The definition includes, for example, services such as Internet service providers (ISPs), hosting providers, search engines, e-commerce intermediaries, Internet payment systems and participative Web platforms. The definition has a broad scope, which makes it difficult for any online service not be covered by it. The REVEAL project is developing a platform intermediating and facilitating services between different actors: end users in journalism and enterprise, social media and social media users. REVEAL will also constitute a web platform involving UGC. We, therefore, qualify the REVEAL platform as an intermediary.

The E-Commerce Directive operates, with different definitions. Information Society service consists of any service normally provided for remuneration, at a distance, by electronic means and at the individual request of a recipient of services. While the REVEAL platform will be undoubtedly provided at a distance, by electronic means and at the individual request of our end users, some might question the remuneration requirement. We should keep in mind, however, that the remuneration element of the definition is interpreted broadly. As explained above, it is sufficient if we can detect the existence of an economic activity or an activity for which an economic consideration is given in return. According to the exploitation plans for REVEAL the platform should continue its existence after the end of the project lifetime, as a commercial product. For that reason we consider the remuneration condition to be fulfilled.

The E-Commerce Directive foresees three liability exemptions for providers of intermediary services: mere conduit, caching and hosting. As we explained above, mere conduit and caching regimes, due to their technical specificity, do not apply to REVEAL. Qualification of REVEAL as a hosting regime is a more complex question.

Hosting service, according to the Directive, consists of the storage of information provided by a recipient of the service at his request. Typically, it concerns webhosting services that provide web space to their users, where users can upload content to be published on a website (e.g. YouTube).

REVEAL platform, strictly speaking, is not a classic hosting service, even though it will, most likely, store information. We could argue that the storage will occur on the request of the recipients of the service. This is because specific content will be indexed and stored by REVEAL only after a request

\(^{173}\) OECD, The Economic and Social Role of Internet Intermediaries, April 2010, p. 9.
by an end user, placed through a search query. But the stored information will not be provided by the recipient of the REVEAL service, which is a condition for the qualification as ‘hosting service’ in the sense of Article 14 of the E-Commerce Directive. The stored information, in case of REVEAL, comes from third parties and is obtained from publicly available social media.

Despite the inapplicability of any of the liability exemptions offered by the E-Commerce Directive, we should not consider the conducted analysis a futile exercise. As an information society service, and an intermediary, REVEAL platform should act responsibly. This means that a standard requirement of reasonable duty of care still applies. This obligation refers to the processing of personal data by REVEAL, which was discussed in the previous deliverable. It also applies to the activities involving content created by third parties. Having in mind REVEAL’s role in facilitating access to content created by others, the platform should respect removal requests by entities whose rights might have been infringed (e.g. through defamatory statements or copyright violations). In essence, the responsible approach requires the platform provider to react to notifications about infringing content. It also requires REVEAL to respect ‘robot.txt’ (or codes such as ‘noindex’ or ‘noarchive’) and update its database and react to any changes applied to content at the original source (communicated via API, e.g. tweets removed from Twitter should not continue to be accessible via REVEAL). Before notification is issued, no knowledge of the infringing content can be attributed to the platform provider.

To support this line of reasoning, we refer to the CJEU case L’Oréal v. eBay where the Court applied the ‘storage but no knowledge’ approach. The ‘storage but no knowledge’ approach provides a certain amount of flexibility in applying the existing legislation. It should also be supported because it allows integrating the new technical evolutions that have taken place since the adoption of the E-Commerce Directive in 2000. Only in cases where the involvement of the service provider is such that knowledge or control may be inferred shall the provider lose the benefit of the liability exemption. This line of thought can be detected also in the recent Google Spain ruling, where the Court clarified that search engines’ obligation to react to the removal request starts with the notification of an individual.

Effectively, such approach results in applying a solution similar to the one implied in art. 14 of the E-Commerce Directive (notice-and-take down). The conducted analysis, therefore, is useful because we are able to draw conclusions on how such removal mechanism should be applied in practice. The lessons learned, together with the articulated criticism, allow REVEAL to create a response mechanism that will be used to tackle any potential conflicts between the rights at stake. Apart from respect for the affected parties’ requests, the taken approach also minimises the risk of the platform’s liability for the infringing content created by third parties.

---

174 CJEU, Case C324/09, 12 July 2011.  
176 C. de Callataj, “Les responsabilités liées aux messages postés sur internet: l’extension du régime d’exonération de responsabilité des intermédiaires aux acteurs du web 2.0”, i.c., p. 170. See also Court of Justice of the European Union, L’Oréal v. eBay, case C324/09, paragraph 123.
4.2 Legal recommendations for REVEAL platform (how to comply with the current regime)

To ensure that REVEAL does not become liable for third party content, a prompt reaction is required upon obtaining knowledge (e.g. through a notification) of the unlawful nature of the stored content. The notification needs to lead to assessment of the content in question and a decision to either remove or disable access to this content (or leave it intact if content is not illegal). At the same time, article 15 ECD should be emphasised, which states that a platform provider like REVEAL has no general obligation to monitor the information which he transmits or stores, nor to actively seek facts or circumstances indicating illegal activity. The general duties of care will arguably be satisfied when the REVEAL platform provider acts in accordance with these conditions.

To comply with the E-Commerce Directive conditions it is recommended that REVEAL takes the following steps:

- REVEAL platform should have a detailed Privacy Policy and Terms and Conditions for all the interested parties to obtain more information;
- REVEAL should also provide a contact point to provide more information;
- REVEAL should provide a webform where individuals could easily exercise their right to object and opt out from Reveal;
- A webform should also be provided to allow individuals requests to remove content infringing their rights (e.g. defamatory statements about them or content infringing their copyrights) to prevent REVEAL’s liability as intermediary for UGC;
- REVEAL should update the stored content to make sure that infringing content removed from the original sources (e.g. Social Media) does not continue to exist in the REVEAL platform;
- When a request for removal is filed an assessment of content must take place, in order to prevent censorship through a removal of legitimate (but critical) content;
- The removal request form should include the following information:
  - Name of the requesting party
  - Contact info (email) for further communication
  - Reason
    - Objection to data processing
    - Removal of illegal content
  - Field for a link to point out the specific location of the content
  - Field for explanation – although this is not obligatory to provide any justification it allows to better assess the request. Additional context about the request or the circumstances of the request will ensure that the decision made by REVEAL will not unduly curtail freedom of speech (or other rights).
5 Conclusions

The presented deliverable is the second one in the series of legal deliverables in REVEAL. Deliverable D1.2a explains the regime of intermediary liability in the European Union, as described in the E-Commerce Directive. It further focuses on relevant case law of the Court of Justice of the European Union and the European Court of Human Rights, and discussed the review process of the Directive by the European Commission.

The legal issues presented above have been taken into account by the REVEAL project. Legal compliance of the platform with the regime on liability of intermediaries is indispensable to fulfil the objectives of the project. Moreover, the exploitation potential of REVEAL will greatly increase due to this compliance. REVEAL assumes the position of hosting service provider. This means that REVEAL must react promptly upon obtaining knowledge (e.g. through a notification) about the unlawful nature of the stored content to remove or disable access to this content. Acting in this manner would arguably satisfy the general duties of care expected of a platform provider such as REVEAL.

REVEAL will closely follow the further developments of the Delfi case before the Grand Chamber of the ECtHR during the project lifetime. We will also keep following the review of the E-Commerce Directive and the newly announced strategy for the European Digital Single Market, with regard to platform responsibilities in combating illegal online content. Other areas of law, relevant for REVEAL, like compliance with the Terms and Conditions of the underlying social networks and media law will also be addressed at the later stage of the project.
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