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Abstract: Multimedia items shared on social media platforms contain 

information, either the content itself or the content metadata, which 

can be analysed, processed and extracted to lead to the discovery 

of links between media items, to their aggregation and 

summarization, and to the extraction of indicators that are valuable 

for the verification of content and of the real-world events and 

stories that is depicted in it. In this document, we highlight the 

research and technical challenges involved in solving these 

problems, and we present several techniques of mining information 

concerning the content authenticity and the relations among 

content items. Furthermore, we present the research innovations 

and experimental results achieved during the second year of the 

project, and we give a detailed report of the prototype 

implementations demonstrating this yearôs achievements. 
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JPEG Joint Photographic Experts Group 

MDS Multi-Document Summarization 

MRR Mean Reciprocal Rank 

MPQA Multi-Perspective Question Answering 

NER Named Entity Recognition 

NLP Natural Language Processing 

NN Nearest Neighbour 
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PCA Principal Component Analysis  

PFA Purple Fringing Aberration 

PNG Portable Network Graphics 

POS Part-Of-Speech 

PRNU Photo Response Non-Uniformity 

RE Relation Extraction 

REST Representational State Transfer 

SCAN Structural Clustering Algorithm for Networks 

SURF Speeded Up Robust Features 

SVM Support Vector Machines 

TF-IDF Term Frequence Inverse Document Frequency 

UC User Classifier 

URL Uniform Resource Locator 

VLAD Vector of Locally Aggregated Descriptors  

WOT Web Of Trust 

WP Work Package 
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Executive Summary 

The objective of multimedia analysis research (WP3) is to develop a dedicated toolbox, which will 

facilitate the indexing of user-generated content with the dual goal of: 

¶ Discovering high-quality, relevant and trustworthy media content; 

¶ Detecting fraudulent, misleading and duplicate content. 

The goal of this deliverable is to document a) the extensions of the modules implemented during the 

first year of the project, b) describe the prototype implementations of new modules (developed within 

tasks T3.2 and T3.3), and c) provide an overall view with respect to the achieved advancements of 

the current state-of-the-art.  

In particular, the deliverable describes the progress made along the following directions: 

¶ The finalization of the multimedia indexing components (T3.1). This includes the extension of 

the crawler with a web image size prediction system that can decide whether an image is big 

enough to be worth fetching using only the image URL and surrounding HTML elements, 

hence resulting in considerable gains in terms of crawling efficiency. In addition, the 

multimedia indexing toolbox have been endowed with a sentiment analysis module, an 

aggregation mechanism, and an exploratory web user interface that enable end users to 

explore a large stream of social and Web multimedia content around an event of interest.  

¶ The extension of the multimedia relation discovery and linking components (T3.2). An 

improved version of the relation extraction module is described. In addition, a novel 

multimedia summarization module is presented that can select the most representative and 

high-quality images around a news story or event of interest. Both modules contribute to the 

extraction of non-obvious and useful summaries and associations between content items 

from large collections of Web multimedia.  

¶ The presentation of novel multimedia forensic analysis methods and a prototype 

implementation of a multimedia forensic toolbox (T3.3). Three new modules are introduced, 

which perform fake tweet detection, author profiling and manipulation detection, all aimed to 

deal with the highly challenging nature of multimedia verification using complimentary 

approaches from the fields of text stylometry, web mining and image forensics. 

The described scientific advances are accompanied by high-quality modular implementations that 

have been thoroughly evaluated and tested and can be used both as stand-alone components and 

as part of the integrated REVEAL platform. Hence, in the third and final period of the project, the 

emphasis will be placed on two main activities: a) developing improved multimedia forensics 

approaches (T3.3) to tackle the identified challenges, and b) refining and further maturing the 

existing modules in accordance with the end user feedback.  
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1 Introduction 

1.1 Summary and structure of the document 

This document presents research in the context of WP3 of the REVEAL project performed during the 

second project year. This resulted in a set of module implementations and a number of evaluation 

studies for each of the three tasks in WP3: ñMultimedia Indexing Toolboxò, ñMultimedia Relation 

Discoveryò and ñLinking and Multimedia Forensic Analysisò. In more detail, our work in these tasks is 

discussed in terms of seven distinct modules, extending existing ones (developed during the first 

year of the project) or offering new functionality to the REVEAL platform: 

¶ Media REVEALr crawling, indexing and aggregation 

¶ Sentiment analysis 

¶ Text-based relation extraction 

¶ Multimedia summarization 

¶ Fake tweet detection 

¶ Author profiling 

¶ Image tampering detection 

In this section we briefly give an overview of the main research challenges tackled until now as well 

as the main contributions and achievements in the second year of the REVEAL project, within the 

context of WP3. Consecutively, each of the following sections is dedicated to a module, presenting 

our progress in detail, and demonstrating our scientific and technical advances, the conducted 

evaluations and the resulting implementations. Eventually we conclude with our future plans for the 

third and final year of the project. 

1.2 Conceptual overview of the WP3 modules 

In Figure 1 and Figure 2, we give a conceptual overview of the way the WP3 modules can be used to 

analyse, process, aggregate and eventually provide a valuable context for streams of incoming 

social multimedia items as well as for specific standalone items in question. In the case of the 

modules depicted in the first figure, the produced context and value stems from analysing large 

amounts of multimedia items with the goal of aggregating the results. For instance, the multimedia 

clusterer groups together images, which depict the same scene, and the summarizer, attempts to 

find a characteristic image to represent the produced cluster. On the other hand, the modules 

depicted in the second figure are called on a per-item basis to produce different reports, all aimed to 

deal with the veracity of content, either the authenticity of the image or the originality of the 

accompanying text.  

More technical details on the exact framework architecture can be found in Appendix C. Additionally, 

the WP3 RESTful API methods are exposed on an online service, called Swagger, which allows to 

query the API and visualize the response. By defining the API in a Swagger-compliant way, one can 

use the comprehensive Swagger-UI to understand and interact with the remote service. More 

Swagger details and screenshots can also be found in Appendix C. 
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Figure 1: Conceptual diagram of the use of the WP3 modules on streams of social multimedia. Media 
REVEALr is a complete system encompassing most of the modules in the above figure. 

 

  

 

Figure 2: Conceptual diagram of the use of the WP3 modules on specific items of interest 
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1.3 Contributions and Breakthroughs 

The main goal of WP3 is to deliver a versatile framework for the indexing and search of social 

multimedia content, as well as for the extraction of hidden aspects of it with particular emphasis on 

tracing cues that facilitate the assessment of the veracity and quality of posted content. A working 

prototype with indexing and advanced search and mining capabilities is already running, the main 

components of which, along with the extensions implemented during year 2 are presented in section 

2. Sections 2 - 8 present the novel capabilities and functionalities of this framework. An overview of 

the research contributions achieved until now is provided in Table 1 and a more detailed description 

of the innovations introduced by each module can be found in Appendix A. 

Table 1: Research breakthroughs 

Research Area Contributions / Breakthroughs 

Focused Image 

Crawling (T3.1) 

¶ High throughput of relevant images 

¶ Filtering and processing of relevant image at crawl time 

Relation Extraction 

(T3.2) 

¶ Extended method for text-based relation extraction 

¶ Evaluation of the approach in three datasets 

¶ Integration of the module to the REVEAL platform 

Image Clustering 

(T3.2) 

¶ Efficient on-demand extraction of multimedia clusters 

from the web and social media 

¶ Capability for incremental clustering 

Multimedia 

Summarization 

(T3.2) 

¶ Novel method for summarizing a collections of images 

around a topic with a number of representative images 

¶ Combination of text, visual, temporal and social cues to 

improve relevance and diversity of summary 

Author profiling 

(T3.3) 

¶ State-of-the-art investigation 

¶ Implementation of a first approach 

¶ Participation in PAN challenge about author profiling 

Fake Tweet 

Detection (T3.3) 

¶ Novel method for detecting fake tweets based on their 

textual content and metadata 

¶ Creation of large corpus of fake tweets around popular 

events or news stories 

¶ Organization of new task in MediaEval 2015: ñVerifying 

Multimedia Useò 

Multimedia 

Forensics (T3.3) 

¶ Creation of a large corpus of manipulated images from 

real-world scenarios  

¶ Testing and evaluation of several different manipulation 

detection algorithms 

¶ Preliminary implementation of a forensic toolbox for 

detecting image tampering operations 
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Each of the following sections includes at least one major contribution to the progress of REVEAL as 

well as the state-of-the-art in the respective research field. In section 2 we present a technique for 

predicting the size of images based solely on their URL and HTML metadata, which is integrated into 

the extended focused image crawling framework, implemented during the first project year. As far as 

multimedia linking is concerned, we extended the existing capabilities with an incremental 

implementation of a well-established algorithm for clustering large-scale image datasets. These 

extensions were incorporated in the multimedia analysis framework, the so-called Media REVEALr 

system. In section 3, we present a text-based relation extraction system, which can be used to 

extract high-level predicates from sentences alongside their subjects and objects is presented. In 

section 4, we present our progress in multimedia summarization and ranking. We present a novel 

method for summarizing a collection of images around a topic using a set of representative images 

of the collection, where the most representative images are chosen based on both visual features 

and textual information from the corresponding tweets.  

One of the areas of increased focus in year 2 has been the area of Multimedia Forensic Analysis, 

where a strong foundation was established to support the development of a multimedia forensic 

toolbox during the third year of the project. In this context, considerable breakthroughs have been 

achieved. Two new verification corpora have been collected and are available: the first one is 

composed of fake tweets (containing images) around several real-world events and the second one 

comprising a large number of digitally manipulated online images. In section 5 we present the first 

dataset, the MKLab Image Verification Corpus, as well as a novel method for detecting fake tweets 

using features extracted from the tweet and the user posting it. Furthermore, the dataset we created 

will be the basis for the organization and participation of the CERTH team to the MediaEval 2015 

ñVerifying Multimedia Useò task1. In section 6, we present a first approach for text-based author 

profiling. The goal is to categorize tweet authors based on their age and/or gender, in order to assist 

the verification process. Finally in section 7, we present the second dataset, consisting of forged 

images collected from the Internet, called the ñWild Web tampered image datasetò. The state-of-the-

art in image forensics, in the form of different methods for detecting manipulations in images, have 

been applied to the image dataset, as well as multiple well-established evaluation datasets and the 

results of this evaluation are presented. Following the evaluations and certain considerations 

concerning the established evaluation protocols in the field, we identify the major gaps given the 

needs in the context of REVEAL. Finally, we present a preliminary implementation of the multimedia 

forensic toolbox, containing portable implementations of a number of algorithms from the state-of-

the-art that gave the best results in our evaluations. The final section summarizes the contributions 

presented in this document, and lays the directions for our future research and development steps. 

  

                                                      
1http://www.multimediaeval.org/mediaeval2015/verifyingmultimediause/index.html 
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2 Media REVEALr 

2.1 Scope 

Modern online social networks, such as Twitter and Instagram, are nowadays important sources for 

publishing information and content around breaking news stories and incidents related to public 

safety, ranging from natural disasters and aeroplane crashes to terrorist attacks and industrial 

accidents. A crucial issue regarding such information and content is the extent that they can be relied 

upon and used for improving the situational awareness and operational capabilities of decision 

makers.  

Breaking events, for instance a natural catastrophe (e.g., Hurricane Sandy), a terrorist attack (e.g., 

Boston Marathon bombings), an aeroplane crash or a massive protest, naturally attract the attention 

of locals and Internet users, who in turn flood the social networks with personal comments, stories, 

images and videos. Popular and widespread subjects, however, tend to also cause an abundance of 

fake media content.  An image might be photoshopped in order to convey a certain message or 

opinion concerning the subject in question, and it might often be maliciously manipulated in order to 

trigger the public opinion and provoke a specific reaction. It might even be the case that a real 

picture of a past event is retweeted and presented as depicting current events. An example of this 

can be seen in Figure 3, where a picture of a thunderstorm over New York dating from 2011 during a 

tornado alert was massively retweeted as ña picture of Hurricane Sandy descending in New Yorkò in 

late 2012. 

 

Figure 3: Hurricane Sandy tweet with a more than one-year-old thunderstorm photo 
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Mining social media content has arisen as an important problem in the last decade due to the 

increasing tendency of users to produce and share content, in the form of text messages, images 

and videos [1]. This problem has been extensively examined from various perspectives. Marcus et 

al. in [2], presented a novel system for visualizing and summarizing events on Twitter with the goal of 

offering to the end users a comprehensive chronological representation, highlighting the relevant 

peaks of activity. Mathioudakis and Koudas proposed TwitterMonitor, a system for real-time trend 

detection over the Twitter stream [3]. This automatically identifies emerging topics and provides 

users with meaningful and comprehensive statistics and related information. Some other related 

approaches attempt to identify the virality of content based on community detection and graph 

analysis methods. For instance, in [4], Weng et al. propose a system for predicting successful 

memes based on their early spreading patterns.  

Gradually the focus has shifted to real-time mining approaches, because the need for real-time 

analysis becomes very challenging as the amount of data increases and existing systems fail to cope 

with the rate and scale of the incoming content. Moreover, the dynamic nature of social network 

streams such as Twitter, calls for specially designed approaches, which take this dynamic nature 

and the massive size of the data into account. For instance, in [5], Xie et al. attempt to comprehend 

the diffusion of videos containing one or more memes and to predict the lifespan of such a video and 

hence, the conveyed message. In [6], Petkos et al. propose a semi-supervised method for clustering 

multimedia items in order to predict social events. An additional application of such methods, which 

is based on the visual content of social media items, is the identification of the history of an image, 

once a certain number of image copies or near-duplicates has been gathered [7]. 

Given the proliferation of noisy, irrelevant and fake content posted to such platforms, two important 

requirements for systems supporting the information access needs in incidents, such as the ones 

described above, include the support for understanding the ñbig pictureò around the incident and the 

verification of particular pieces of posted content. To this end, we propose a scalable and efficient 

content-based media crawling and indexing framework featuring a novel and resilient near-duplicate 

detection approach and intelligent content- and context-based aggregation capabilities (e.g. 

clustering, named entity extraction).  

Although a variety of text and social media data analysis approaches have been previously proposed 

in similar settings with the goal of mining information out of big sets of social network posts (e.g. 

topic detection and social graph analysis), they lack support for improved situational awareness and 

content verification. In particular, the proposed system offers the following unique capabilities: 

Á it enables the precise and resilient identification of near-duplicate images and videos (based 

on selected keyframes) in a stream of social media content even in the presence of overlay 

graphics and fonts; 

Á it supports the identification and comparative view of multiple independent sources of 

content that discuss the same incident; 

Á it extracts and aggregates the named entities extracted from the collected social media 

messages and presents them through an intuitive and visually appealing interface with the 

goal of improving the situational awareness over the incident of interest.  

 

In the following, we evaluate the system using both reference benchmark datasets as well as 

datasets collected around real-world incidents, and we describe the ways it contributes to the 

improvement of the situational awareness and journalistic verification in breaking news situations, 

like natural disasters. This work is documented in detail in a paper [8] that was presented in PAISI 

2015 (Pacific Area Workshop on Intelligence and Security Informatics). 
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2.2 Overview of Media REVEALr 

The Media REVEALr consists of the following interoperating components: The crawler is responsible 

for collecting text messages, images and their respective metadata from a number of social networks 

(in this work we focus on Twitter) and the Web (e.g. specific news sites). The tweet texts are 

processed by the named entities extraction modules and the extracted named entities are stored in a 

Mongo database. Regarding the processing of visual content, the main component of the system is 

the visual feature extractor, which extracts a feature vector from every incoming image (or video 

frame). Subsequently, for every processed image, the metadata is saved in a Mongo database, and 

the feature vector is provided to the visual indexer, which constitutes a highly optimized search 

structure that supports near-duplicate image retrieval.  As a last step, the clustering component 

organizes the collected images into groups based on their visual similarity; the information about the 

resulting clusters is again stored in the mongo database. Extensive technical details of the 

aforementioned technical components were provided in D3.1.  

The proposed architecture enables the provision of numerous capabilities through a single API: 

advanced keyword-based queries, search queries based on the image metadata stored in MongoDB 

(e.g., width, height, publication date, name of the publisher) and most importantly visual similarity 

search queries, which, given an image, attempt to retrieve near-duplicates. The interaction of the 

user with the system services takes place through a web-based user interface that is described in 

detail in section 2.4. 

An added value in our system lies in the ways the data is aggregated to facilitate the user in 

identifying the context of use of a particular media item within a large collection of seemingly 

unrelated images, and in revealing hidden relations and dependencies among the multimedia items. 

Three types of aggregation are offered:   

Á visual aggregation by creating clusters of images based on visual similarity; 

Á entity aggregation by extracting named entities from the accompanying text and then 

grouping images together based on the entity occurrences; 

Á aggregated sentiment by performing sentiment analysis on the accompanying text 

 

For visual aggregation, the clusters are created in batch mode after the collection of the images has 

been completed using the DBSCAN algorithm and consequently each cluster is represented by its 

most representative image. This is defined as the image with the largest amount of occurring 

keywords in the accompanying text. This helps the user to easily grasp the visual context of a 

specific story. The clustering algorithm at the moment is based solely on visual features, in particular 

the Euclidean distance between the PCA-reduced SURF-VLAD vectors. 

Entity aggregation is performed using the Named Entity Recognition process described in D3.1 and 

subsequently computing the frequency of every named entity in the corpus of collected content 

items. Eventually, entities are ranked according to the frequency of their appearance.  This way, the 

prominent aspects of an incident (persons, events, locations etc.) stand out and offer a concise 

semantic view of the incident of interest. 

For producing an aggregated sentiment report, the multimedia content items are analysed and a 

supervised learning approach is used to generate a prediction concerning the polarity of the 

accompanying text, whether it is positive, negative or neutral. This is not yet integrated into the demo 

application but in the future, it could provide an additional way of aggregating content items 

according to the sentimental context their text expresses. More details on sentiment analysis can be 

found in Appendix B. 
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2.3 Visual clustering 

The purpose of the multimedia clusterer is to group together images which depict the same scene or 

belong to the same story. By aggregating semantically or visually similar images in clusters and 

presenting the most important or relevant clusters in a comprehensive UI, we can facilitate the work 

of the end users or journalists, which would otherwise have to manually do this kind of filtering. The 

clusterer is a batch component which can be called on demand on a per-collection basis in order to 

apply the clustering algorithm on the items of the collection in question. The global architecture of the 

system imposes the following requirements, which directed us to experiment with certain algorithms 

and disregard others from the early beginning: 

¶ The number of clusters cannot be specified a priori because the crawler gradually collects 

more images and it can be stopped at an arbitrary point in time, so there is no possibility to 

predict the final number of clusters that will be appropriate. For this reason, algorithms such 

as k-means and its extensions cannot be used in this scenario. 

¶ The algorithm must be robust to outliers and take into account that a big amount of data 

might be useless noise. 

¶ The algorithm must be incremental; it must be possible to gradually cluster more data as 

they arrive by taking already existing clusters into consideration. 

 

DBSCAN  

Although it is not incremental, we first experimented with BSCAN (density-based spatial clustering of 

applications with noise [9]), which is one of the mostly used and cited data clustering algorithms in 

the scientific literature. DBSCAN requires two parameters: 

¶ Ů (eps): the distance the defines the Ů-neighborhood of a point 

¶ the minimum number of points required to form a dense region 

DBSCAN starts with an arbitrary unvisited starting point, retrieves this pointôs Ů-neighborhood given a 

list of available points and if the Ů-neighborhood contains sufficiently many points, a cluster is 

created. Otherwise, the point is labeled as noise; it might yet later become part of another cluster. 

As a basis, we used the apache commons implementation2 which is open source and available as a 

maven dependency. We tested the algorithm with a number of real-world datasets and then we 

manually checked the formed clusters to verify that they are visually consistent and the results were 

satisfactory. The drawback of this method is the fact that DBSCAN is not incremental, which means 

that as the crawler collects more images, every time the clustering component is called, it has to 

discard all existing clusters and cluster all available data from scratch. 

Incremental DBSCAN  
In order to overcome this issue, we implemented am incremental variation of the DBSCAN algorithm 
by adding new functionality to the existing apache commons source code. In pseudocode, the new 
incremental algorithm can be expressed as follows (the red part is the addition to the simple 
DBSCAN algorithm): 
 
DBSCAN(D, eps, MinPts)  

   C = 0  

   for each unvisited point P in dataset D  

   if (P isNeighbor of an existing cluster)  

                                                      
2 https://commons.apache.org/proper/commons-

math/apidocs/org/apache/commons/math3/ml/clustering/DBSCANClusterer.html 
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         add P to this cluster  

      mark P as visited  

      NeighborPts = regionQuery(P, eps)  

      if sizeof(NeighborPts) < MinPts  

         mark P as NOISE  

      else  

         C = next cluster  

         expandCluster(P, NeighborPts, C, eps, MinPts)  
 

The way we determine if a point P is a neighbor of an existing cluster is by checking whether its 

distance to all members of this cluster is smaller than eps. This procedure is fairly fast, because in 

the case the new point P is not a neighbor (which is the common case), it suffices to check the 

distance to one member of the cluster, find out that the distance is bigger than eps and then skip the 

rest and proceed to the next cluster.  

The improvement of using this approach becomes evident in Figure 4: the base DBSCAN needs 

exponentially more time to cluster the collection because for every iteration, the number or elements 

to be clustered doubles. On the other hand, the incremental variation employs the approach we 

described above to categorize elements to the already existing clusters, so the clustering time for 

every iteration remains almost constant. This feature is crucial to the functionality of the overall 

system as the base DBSCAN algorithm would not scale in a real-world scenario, where we would 

have millions of images related to a subject. The performance would be severely harmed due to time 

constraints but also and most importantly due to memory limitations, as the apache commons 

implementation demands all the items to be loaded into memory before the system can start 

clustering them. 

 

Figure 4: Comparison of clustering methods 
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2.4 User interface 

The user interface3 consists of different views, which, combined with the real-time analysis of the 

collected data, facilitate the exploration of all available data aspects and the evaluation of the 

produced results. In the first view (Figure 5), all available crawled collections are presented, 

accompanied by some statistics, such as the creation date, the time the last item was inserted, the 

total duration of the crawl, the total number of images and videos, the keywords for the crawl and the 

current state. The state is signified by a coloured bar which is grey for waiting, green for running and 

red for stopped or finished. Every collection is represented by a card and the user can interact with it 

in the following ways: stop a running crawl, delete a collection, or click on it for further exploration, 

which navigates the user to the next three views. 

In the second view (Figure 6), one can observe all items of the collection of interest. For every item, 

a multitude of related information is available: the date it was published, the related text (e.g. the 

tweet), how many times it was shared, the name of the author and a thumbnail of their profile picture. 

One can click on the user thumbnail to visit the userôs profile page or on the image to see a bigger 

version and the full text. Additionally, this view offers a variety of search options. The user can drag 

and drop an image or video in the search box to search for similar images. He/she can also use the 

search dialog to filter the images by several criteria: image dimensions, the date it was published, the 

username of the publisher or some text search terms. 

The third and fourth views (Figure 7, Figure 8) are the mining and aggregation views. The cluster 

view presents the clusters that were created as a result of the DBSCAN algorithm. For every cluster 

there is a representative image and some additional information, such as the number of items in the 

cluster. By clicking on the cluster item, one can navigate in a detailed view where all the items of the 

cluster are available. In the named entities view one can explore the extracted named entities that 

can additionally be grouped by appearance (often, occasionally, seldom) or by type (person, 

location, organization, other). By clicking on a named entity bubble, the user can again navigate to a 

detailed view where all items containing this entity are presented. 

 

                                                      
3 http://reveal-mklab.iti.gr:8084 
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Figure 5: Collections view 

 

Figure 6: Items View 
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Figure 7: Clusters View 

2.5 Use cases 

Here, we go through some case studies based on Twitter datasets that were collected around a 

number of recent incidents of interest with respect to public safety: a) the Malaysia MH370 missing 

flight incident that took place on March 8, 2014, b) the Boston Marathon bombings taking place on 

April 15, 2013. As will be seen in the next sections, the proposed system offers valuable insights into 

hidden aspects of the collected content, which would not be straightforward to gain unless one went 

through all the items trying to find correlations and underlying relations. The aforementioned two 

datasets along with five more datasets (Hurricane Sandy, #BringBackOurGirls crisis in Nigeria, MV 

Sewol sinking, Columbian Chemicals hoax) and the SNOW dataset [10] (a set of tweets around 

newsworthy subjects spanning a time interval of interest), were inserted and explored through a 

locally deployed version of the tool. The tweet IDs and image URLs for all seven datasets are 

publicly available4. 

Table 2: Twitter event datasets 

Collection Description Images Users Clusters 

snow One day of Twitter data 33840 26877 184 

sandy Hurricane Sandy 25765 25110 28 

malaysia Malaysian Airlines flight MH370 24784 22175 940 

                                                      
4 http://mklab.iti.gr/files/media_revealr_data.zip 




































































































































































































































